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bias and discrimination shape policing practices.2 It does not appear that the BJA’s 
assessment is designed to engage in these research methods. As a result, the BJA’s 
assessment will not be able to determine whether the PSO’s focused deterrence program(s) 
uses practices that are racially biased or result in racially discriminatory outcomes.  
 
In order for the assessment of the PSO’s focused deterrence program(s) to be meaningful, 
NPF must evaluate the design, implementation and oversight of the program using rigorous 
qualitative and quantitative 
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drug use between communities.5  This evidence alongside a growing body of research 
demonstrates that predictive policing technologies are deeply flawed, biased, and 
jeopardize the safety of targeted individuals and communities.6 Given these harms, it is 
critical that the assessment determines in the first instance whether the predictive policing 
program is scientifically valid and unbiased before proceeding to determine whether the 
program’s operations align with internal PSO policies. Fidelity of practice to an invalid 
program does nothing to address the underlying harms to targeted community members.  
 

3. Scope. Echoing our previous correspondence, we urge the BJA to formally expand the 
scope of its assessment to review other Department of Justice grants used to support the 
PSO’s predictive policing activities. We also urge the BJA to ensure that the review of this 
particular grant thoroughly examines the relationship between the focused deterrence 
program and the PSO’s other intelligence-led policing programs and activities. We know 
that the PSO operates its predictive policing programs and activities in a deeply 
interconnected fashion. The PSO’s Intelligence-Led Policing manual describes the 
department’s practice of generating intelligence from surveilling at-risk youth in order to 
identify and develop the agency’s prolific offender list(s).7 Understanding, for example, how 
many “at-risk” youth have been placed into the focused deterrence program is critical. 
Likewise, understanding whether the PSO uses the same technical systems, criteria, and/or 
staff to operate these programs is also essential to understanding how these technologies 
impact the public. Most importantly, these programs are experienced by targeted 
community members as a singular method of police surveillance and, as such, mapping out 
the interconnectedness of these activities is essential to understanding how these activities 
collectively impact individuals’ lives.   
 

4. Algorithmic Audit. The PSO’s focused deterrence program(s) is made possible through 
algorithmic risk-scoring technologies. These technologies often rely on advanced 
computational methods, including artificial intelligence, machine learning or other data-
driven techniques to analyze historic data to inform decision-making processes. In recent 
years, new fields have developed to evaluate these systems for fairness, scientific validity 
and legal compliance. Algorithmic auditing experts attempt to evaluate the design and 
function of algorithmic systems across the life cycle of these technologies – from pre-
deployment to implementation and evaluation. At each stage of the life cycle, algorithmic 
auditors examine the choices, features and processes that shape how the algorithm 
performs and whether any of these elements invite bias and facilitate harmful outcomes. 
The current assessment does not include an algorithmic audit. We are deeply concerned 
about this omission.
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5. Community Engagement. Finally, we are concerned that the assessment team’s 
community engagement strategy is not sufficiently robust to ensure that key stakeholders 
from targeted communities, whose perspectives are critical to understanding and 
evaluating the PSO’s program(s), are integrated into each phase of the BJA’s assessment. 
We were concerned that the assessment team has not


