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or legal compliance with privacy and civil rights laws. Similarly, there are no publicly available 
validation studies that assess the model for demographic disparities.  
 
Families have not been able to receive basic information related to their child’s status on the 
Sheriff’s Office At-Risk Target List, nor do they have any means to control how this information has 
been used or will be used in the future. The Sheriff’s predictive policing system reveals the 
disturbing reality that emerging technologies can be easily abused to obscure arbitrary decisions 
and harmful practices of government actors that perpetuate injustice. 
 
Artificial Intelligence Harms Vulnerable Populations 
 
The Sheriff’s Office’s ILP program is a clear example of how AI and algorithmic technologies can 
disproportionately harm vulnerable populations including children, people with disabilities, and 
people of color. For example, children with disabilities and children in foster care (where children 
of color17 and children with disabilities18 are disproportionately represented) can have increased 
absences and, as a result, lower grades due to factors like frequent medical appointments or 
foster care placement changes, factors that have nothing to do with criminality. Assigning risk 
scores based on factors such as grades and attendance as well as histories of trauma, neglect or 
abuse, compounds the likelihood members of these vulnerable populations will be placed on the 
Sheriff’s Office’s At-Risk Target List, subjecting them to unwarranted surveillance and harassment 
by law enforcement.  
 
Furthermore, existing evidence shows that, due to biased data input, AI and algorithmic 
technologies are less effective for people with disabilities and other marginalized groups. 
Examples include speech recognition software that works poorly for people with atypical speech 
patterns (like a deaf accent)19 and facial recognition technology that is far more likely to 
misidentify a Black subject than a white subject.20 Th
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https://www.childwelfare.gov/pubpdfs/racial_disproportionality.pdf
https://www.childrensrights.org/wp-content/uploads/2014/09/forgotten_children_children_with_disabilities_in_foster_care_2006.pdf
https://www.childrensrights.org/wp-content/uploads/2014/09/forgotten_children_children_with_disabilities_in_foster_care_2006.pdf
http://www.sigaccess.org/newsletter/2019-10/guo.html


 

5 
 

County, developing AI and algorithmic technologies in these contexts legitimizes baked-in 
discrimination and amplifies the harms that marginalized groups face in places where they should 
expect to be protected and served. These concerns require that developers and users must have 
a robust understanding of the pre-existing historical and social contexts in which these 
technologies are used and must be attentive to the unique harms they can create. Furthermore, 
the intended subjects of the technology should be included in its development to mitigate 
against the bias of others.  
 
The Rights of Citizens Must Be Carefully Considered and Protected  
 
Because of the discriminatory impact of AI and algorithmic technologies, developers and users 
must respect civil and human rights law as well as privacy laws at the federal, state and local 
levels. The reproduction and amplification of discrimination by this technology implicates civil 
rights laws in various contexts, such as employment, housing, education, healthcare, and law 
enforcement. And sharing the data required to feed the algorithms can violate privacy laws.  
 
The Sheriff’s Office’s ILP program exemplifies the convergence of these concerns. The Sheriff’s 
Office developed a risk assessment algorithm that likely operates in a discriminatory manner, 
disproportionately singling out children of color and with disabilities for increased law 
enforcement scrutiny, using data illegally shared by the School District. This reckless use of 
algorithmic technology has not only harmed children and their families, but has exposed the 
Sheriff’s Office and the School District to legal liability.21 Similar problems are foreseeable in other 
contexts; baked-in bias can cause an algorithmic job search tool to disfavor employer matches 
with Black and disabled people or an algorithm deployed in the healthcare setting could lead to 
discrimination during times of healthcare rationing, such as during the current COVID-19 
pandemic.  
 
To protect the rights of vulnerable communities, AI developers must carefully consider the legal 
implications of AI systems at each phase of the AI lifecycle. Technologists must ensure AI is 
designed to avoid discriminatory outcomes, they must legally obtain and securely maintain all 
data, and they must monitor any results or outcomes to ensure that, once implemented, the 
technology does not have any discriminatory effects.  
 

https://www.tampabay.com/investigations/2021/04/19/feds-investigating-pasco-schools-giving-student-data-to-sheriff/
https://www.tampabay.com/investigations/2021/04/19/feds-investigating-pasco-schools-giving-student-data-to-sheriff/
https://www.tampabay.com/investigations/2021/03/11/lawsuit-pasco-intelligence-program-violated-citizens-rights/
https://www.tampabay.com/investigations/2021/03/11/lawsuit-pasco-intelligence-program-violated-citizens-rights/
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policing capabilities through new technologies.22  Our coalition firmly believes that there is no 
place for predictive policing and police surveillance technologies in schools. These technologies 
are antithetical to student privacy and undermine educational equity. We believe that NIST should 
clarify that it is unethical for public and private entities to build algorithmic and AI technologies in 
the manner that Pasco County has. NIST must discourage the future development of harmful 
police surveillance technologies in school settings. Finally, we ask that NIST strengthen its 
framework by placing a stronger emphasis on the need for both public and private AI developers 
and practitioners to respect privacy rights, alongside civil and human rights especially for 
communities of color, people with disabilities, and other marginalized communities.  
 
We invite NIST to engage with the PASCO Coalition and the broader Pasco County community to 
develop a more in-depth understanding of how issues of algorithmic injustice actively shape the 
lives of impacted individuals and communities. Communities on the frontlines of these challenges 
have perspectives that are indispensable to the development of new regulations, guidance and 
policies directed at the development of emerging technologies.   
 
Sincerely,  
 
The PASCO Coalition  

 
22 See e.g., Atlas of Surveillance, Electronic Frontier Foundation (last retrieved Sept. 1st , 2021), 
https://atlasofsurveillance.org/atlas; also see Priyam Madhukar, The Hidden Costs of High-Tech Surveillance in 
Schools, Brennan Center for Justice (October 17, 2019), https://www.brennancenter.org/our-work/analysis-
opinion/hidden-costs-high-tech-surveillance-schools; Todd Feathers, Tech Companies Want Schools to Use COVID 
Relief Money on Surveillance Tools, VICE (May 17th, 2021), https://www.vice.com/en/article/pkbpz7/tech-
companies-want-schools-to-use-covid-relief-money-on-surveillance-tools.   
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